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Traditional dialog systems

Slot filling (Lemon et al., 2006; Wang and Lemon, 2013; Young et al., 2013) 
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End-to-End dialog

• Usually based on neural networks (Shang et al., 2015; Vinyals and Le, 2015; Sordoni et al., 

2015; Serban et al., 2015a; Dodge et al., 2016)

• No assumption on domain or dialog state structure:
• Easy to automatically scale up to new domains

• Promising performance in non-goal-oriented chit-chat settings
• Trained to predict next occurrence in social media and forum 

threads (Ritter et al 2011, Wang et al 2013, Lowe et al 2015) or movie conversations 
(Banchs, 2012)

Does performance carry over to goal-oriented?



An open resource to test end-to-end goal-oriented dialog

• Easy diagnostic analysis: breaking down objective into subtasks
• Easy reproducibility and comparisons
• Lightweight and easy to use

https://fb.ai/babi
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https://fb.ai/the-long-game-towards-understanding-dialog/
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Baselines

• TF-IDF Match:
• Matching score between input and candidate
• Input is either last utterance or all history, whichever is best

• Nearest neighbor: 
• Training: utterance-response
• Metric: word overlap

• Supervised embeddings: embeddings trained to rank 



Testing an end-to-end system: memory network

• Memory networks: combine a large memory with learning component 
that can read and write to it
• End-to-End version (Sukhbaatar et al, 2015) 

• Soft attention
• Multiple lookups (hops)
• End-to-End training with backpropagation
• Supervision only from final output, not attention

https://fb.ai/the-long-game-towards-understanding-dialog/



Memory Networks (Weston et al., ICLR15; Sukhbaatar et al., NIPS15)

Memories

(m1, m2, m3, m4, …)
Memories
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John

milk

hallway

office

…

hallway

John	dropped	the	milk.
John	took	the	milk	there.
Sandra	went	to	the	bathroom.
John	moved	to	the	hallway.
Mary	went	back	to	the	bedroom.

Where	is	the	milk?
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• Sanity check: rule-based systems achieve 100%
• Information retrieval TF-IDF performs worst
• This is different from non-goal-directed results
• Fast pace of goal-directed conversation -> fewer matches?

• Supervised embeddings: better but solve only T1
• Good at API calls and hello-goodbye
• Bad at displaying options, providing info, updating calls



Results

• Memory networks outperform IR and supervised embeddings
• Solve T1 and T2 adequately
• Fail a bit less badly at T3 and T4
• Adding matching features makes T4 solvable, not T3
• Same overall pattern of results on real data



MemNN attention on Task 1: good

Attention homes in on the 4 slots



MemNN attention on Task 2: good
Attention focuses on first api call and updated slot



MemNN attention on Task 3: fail
Not attending rating



MemNN attention on Task 4: fail



MemNN attention on Concierge real data



And now?
� Research moves fast: better results since publication already (e.g., Eric and 

Manning 2017)

� Harder datasets in the works with more challenging features

� -> They will be a DSTC Track this year, try them J
https://www.microsoft.com/en-us/research/event/dialog-state-tracking-
challenge/



Thanks!

https://fb.ai/babi
https://fb.ai/the-long-game-towards-understanding-dialog/



Dataset statistics



Related work

• Most successful goal-oriented dialog systems: model conversation as 
POMDP (Young et al 2013)
• Requires many handcrafted features: hard to generalize

• Existing data (Serban et al 2015): 
• Designed to train components of state tracker(Henderson et al 

2014)
• Not open source or require participation to a challenge
• Noisy if based on interaction of users with a system



Results


